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Abstract 

Objectives  This study aimed to develop and validate an explainable machine learning (ML) model to predict 28-day 
all-cause mortality in immunocompromised patients admitted to the intensive care unit (ICU). Accurate and interpret-
able mortality prediction is crucial for clinical decision-making and optimal allocation of critical care resources for this 
vulnerable patient population.

Methods  We utilized retrospective clinical data from the MIMIC-IV (version 2.2) database, encompassing ICU admis-
sions at Beth Israel Deaconess Medical Center from 2008 to 2019. Eligible immunocompromised patients, includ-
ing those with primary immunodeficiencies and chronic acquired conditions, such as hematological malignancies, 
solid tumors, and organ transplantation, were selected. Data were randomly split into training (80%) and testing 
(20%) cohorts. Ten ML models (logistic regression, XGBoost, LightGBM, AdaBoost, Random Forest, Gradient Boosting, 
Gaussian Naive Bayes, Complement Naive Bayes, Multilayer Perceptron, and Support Vector Machine) were developed 
and evaluated using area under the receiver operating characteristic curve (AUROC), area under the precision–recall 
curve (AUPRC), sensitivity, specificity, accuracy, and F1 score. Model explainability was achieved through SHapley 
Additive exPlanations (SHAP), and decision curve analysis (DCA) assessed clinical utility. In addition, Cox proportional 
hazards regression was conducted to evaluate the impact of predictive factors on time-to-event outcomes.

Results  Among the evaluated models, the Support Vector Machine (SVM) demonstrated the highest AUROC of 0.863 
(95% CI 0.834–0.890) and a notable AUPRC of 0.678 (95% CI 0.624–0.736). Key predictive factors consistently identified 
across multiple ML models included 24-h urine output, blood urea nitrogen (BUN) levels, presence of metastatic solid 
tumors, Charlson Comorbidity Index (CCI), and international normalized ratio (INR). SHAP analyses provided detailed 
insights into how these features influenced model predictions.

Conclusions  The explainable ML models based on various artificial intelligence methods demonstrated promis-
ing clinical applicability in predicting 28-day mortality risk among immunocompromised ICU patients. Factors such 
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as urine output, BUN, metastatic solid tumors, CCI, and INR significantly contributed to prediction outcomes and may 
serve as important predictors in clinical practice.

Keywords  Mortality prediction, Immunocompromised, Intensive care unit, Machine learning, MIMIC-IV, SHAP value

factors affecting outcomes in this high-risk group. 
Established severity scoring systems such as APACHE, 
SOFA, or SAPS have demonstrated utility in general ICU 
populations [27], while specialized models tailored to the 
unique characteristics of immunocompromised patients 
may offer additional insights given their distinct clinical 
presentations and risk profiles. Recent advancements in 
machine learning (ML) have shown great potential in 
predicting clinical outcomes in critically ill patients [28]. 
ML models can integrate a vast array of clinical variables, 
offering superior predictive accuracy compared to 
traditional methods.

However, the complexity of these models often 
results in a “black-box” phenomenon, hindering their 
acceptance in clinical practice [29]. To address this 
issue, explainable AI techniques, such as SHapley 
Additive exPlanations (SHAP) values [30], have emerged 
to elucidate the contribution of each feature to the 
model’s predictions. The clinical application potential 
of such explainable prediction models is substantial. 
Studies have demonstrated that early identification 
of high-risk immunocompromised patients can 
positively influence treatment trajectories, with timely 
interventions potentially improving outcomes in this 
vulnerable population [31]. In addition, mortality 
prediction tools have been shown to enhance resource 
allocation efficiency in ICU settings by helping 
identify patients who may benefit most from intensive 
interventions [32], a consideration particularly relevant 
for immunocompromised patients who often require 
specialized resources. Beyond direct patient care, 
prediction models serve as valuable tools for hospital 
performance evaluation and quality improvement 
initiatives. Research has shown that risk-adjusted 
mortality metrics based on accurate prediction models 
can identify variation in care quality across institutions, 
leading to targeted improvement efforts and better 
outcomes [33]. Furthermore, studies examining physician 
decision-making patterns indicate that objective 
prognostic information influences treatment choices and 
management strategies, enabling more personalized and 
appropriate care for these complex patients [28].

This study aims to develop and validate an explainable 
ML model to predict 28-day mortality risk in 
immunocompromised ICU patients. Utilizing data from 
the MIMIC-IV database, we seek to create a robust tool 

Introduction
The last few decades have witnessed significant advance-
ments in therapeutic interventions for conditions, such 
as cancer, hematologic malignancies, solid organ trans-
plantation, and autoimmune diseases [1–4]. These 
advancements have markedly improved the survival 
rates of patients with these conditions, leading to a grow-
ing number of immunocompromised patients in inten-
sive care units (ICUs) [5]. The proportion of critically ill 
patients with compromised immune systems has risen to 
approximately one-third of all ICU admissions [6]. These 
patients face specific challenges and risks, including 
higher mortality rates and increased complications.

Immunocompromised patients may require ICU 
admission for various reasons, including severe 
infections, immune-mediated organ dysfunction, acute 
gastrointestinal bleeding, acute hypoxemic respiratory 
failure, and complications related to their primary 
diseases or treatments [7–13]. Acute respiratory 
failure (ARF) is a leading cause of ICU admission 
among immunocompromised patients, often resulting 
from bacterial (51.2%) and viral infections (25%) [14]. 
Gastrointestinal bleeding (GIB) is another critical 
reason for ICU admission, prevalent among those 
with hematological malignancies and undergoing 
chemotherapy [7]. Immunocompromised patients’ 
outcomes are influenced not only by their underlying 
medical conditions but also by factors specific to 
their ICU stay. Baseline immune dysfunction, the use 
of broad-spectrum antibiotics, invasive devices, and 
additional immune-modulating therapies increase 
their risk of acquiring new infections during their 
ICU stay [15–18]. These patients are at high risk for 
secondary complications, such as ventilator-associated 
pneumonia (VAP) [19, 20], surgical site infections (SSI) 
[21, 22], and bloodstream infections [23–25]. These 
complications lead to higher mortality rates, prolonged 
ICU and hospital stays, and increased healthcare costs. 
Comprehensive management and effective preventive 
measures are essential to improve outcomes and reduce 
mortality in this vulnerable population.

Accurate mortality prediction for 
immunocompromised ICU patients is crucial for 
effective patient management and optimal healthcare 
resource allocation [26]. Traditional predictive models, 
though beneficial, often fail to account for the intricate 
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that not only predicts outcomes accurately but also offers 
interpretability through SHAP values. This approach 
aims to improve clinical decision-making and patient 
care in critical care settings.

Materials and methods
Study design and data source
The data utilized in this study were derived from the 
MIMIC-IV (version 2.2) database [34], an extensive 
repository of clinical information for patients admitted 
to the ICU at Beth Israel Deaconess Medical Center in 
the United States between 2008 and 2019. This database 
encompasses a broad spectrum of data, including 
demographics, vital signs, laboratory tests, medications, 
and follow-up information. The MIMIC-IV database is 
freely accessible to researchers globally upon receiving 
joint approval from the ethics review boards of MIT 
and Harvard Medical School. Given the retrospective 
nature of the study, informed consent was waived. Ethical 
permission to use the MIMIC-IV database has been 
secured by the research team (certification no.: 48061114, 
38,118,593).

Study population
The study included patients from the MIMIC-IV 
database who met the criteria for overt 
immunosuppressive conditions at ICU admissions. 
We defined the immunosuppressed population to 
include those with primary immunodeficiencies and 
chronic acquired immunodeficiencies. Specifically, 
primary immunodeficiencies encompassed conditions, 
such as antibody deficiency, cellular deficiency, 
combined antibody and cellular immune deficiency, 
phagocytic defects, and complement defects. Chronic 
acquired immunodeficiencies included hematological 
malignancies, solid tumors, solid organ transplantation, 
corticosteroids and other immunosuppressive therapies, 
hematopoietic stem cell transplantation (HSCT), and 
HIV [35]. The detailed information will be further 
elucidated in the supplementary materials. Exclusions 
were made for patients younger than 18 years and those 
with ICU stays shorter than 6 h. Only the data from the 
first ICU treatment during the same hospital admission 
were included in the analysis.

Feature extraction and data preprocessing
Structured Query Language was used to extract data. We 
collected variables including demographics, vital signs, 
laboratory tests, pre-ICU comorbidities, mechanical 
ventilation, Charlson Comorbidity Index (CCI), Glas-
gow Coma Scale (GCS) scores, Sequential Organ Failure 
Assessment (SOFA) scores, and 28-day all-cause mortal-
ity. Laboratory tests and vital signs were collected within 

the first 24 h after ICU admission. For time-varying 
measurements during this period, we employed a com-
prehensive approach to capture different aspects of phys-
iological status. For vital signs (heart rate, respiratory 
rate, temperature, blood pressure, and oxygen satura-
tion) and laboratory measurements, we calculated three 
summary statistics: maximum values to identify acute 
deterioration, minimum values to detect physiological 
compromise, and mean values to reflect overall trends. 
Clinical severity scores (GCS and SOFA) were calculated 
using the worst values of their components within the 
first 24-h window. For cumulative measurements, such as 
urine output, we calculated the total sum over the 24-h 
period. Mechanical ventilation status was defined as any 
ventilatory support required during the first 24 h of ICU 
admission. The outcome variable was 28-day all-cause 
mortality after ICU admission.

Variables with missing values exceeding 20% were 
excluded from the analysis. For the remaining variables, 
we applied nearest neighbor imputation algorithms 
to address any missing values (missing data statistics 
are provided in Supplementary Table  1). Our feature 
selection process followed a two-step approach. First, 
we performed univariate logistic regression analysis 
for all variables, eliminating features with P > 0.05 as 
they were deemed less likely to be relevant for 28-day 
mortality prediction. Second, we conducted correlation 
analyses to reduce multicollinearity: for pairs of variables 
with correlation coefficients exceeding 0.75 (Spearman 
correlation for numeric pairs, Cramer’s V for categorical 
pairs, and correlation ratio for mixed pairs), we retained 
only the variable with the stronger association with 
mortality (lower p value in univariate logistic regression) 
and removed the other (correlation patterns are shown in 
Supplementary Fig.  1). For the final data preprocessing 
steps, we employed a model-specific approach. For 
severely skewed numeric features (|skewness|> 1.5), 
we selectively applied the Yeo–Johnson transformation 
to improve the performance of linear models, while 
preserving the original distribution for tree-based 
models that are naturally less sensitive to feature 
distributions. All categorical variables were converted 
to numeric format using one-hot encoding. This 
tailored preprocessing strategy allowed us to optimize 
each algorithm’s performance while maintaining 
methodological rigor.

Model development and validation
We utilized ten ML models to construct the prediction 
model, including logistic regression, eXtreme Gradient 
Boosting (XGBoost), LightGBM, AdaBoost, Random 
Forest (RF), Gradient Boosting, Gaussian Naive Bayes 
(GNB), multilayer perceptron neural network (MLP), 
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Complement Naive Bayes (CNB), and support vec-
tor machine (SVM). The overall data set was randomly 
divided into two groups, with 80% in the training cohort 
and 20% in the testing cohort. To minimize overfitting 
and identify the optimal hyperparameters, fivefold cross-
validation (CV) was performed. Grid search was used 
to find the optimal hyperparameters for each machine 
learning model. The models were evaluated using sev-
eral performance metrics, including the area under the 
receiver operating characteristic curve (AUROC), area 
under the precision–recall curve (AUPRC), accuracy, 
sensitivity (recall), specificity, positive predictive value 
(PPV), negative predictive value (NPV), and F1 score. 

For each model, the optimal probability threshold was 
determined using the Youden index method, which 
maximizes the sum of sensitivity and specificity minus 
one. The 95% confidence intervals for all metrics were 
derived using bootstrap resampling with 500 iterations. 
To further interpret the results and understand the con-
tribution of each feature to the predictions, we employed 
SHapley Additive exPlanations (SHAP) to enhance the 
transparency and interpretability of the best machine 
learning model. To assess potential clinical utility, we 
performed decision curve analysis (DCA) to evaluate net 
benefits across different threshold probabilities. In addi-
tion to the machine learning models, we performed Cox 

Fig. 1  Flowchart of the study
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proportional hazards regression to account for the time-
to-event nature of survival data. Both univariable and 
multivariable Cox regression analyses were conducted, 
with variables showing significant associations in uni-
variable analysis (p < 0.05) included in the multivariable 
model.

Statistical methods
Continuous variables are presented as median with inter-
quartile ranges (IQR) due to their non-normal distribu-
tion, and categorical variables are presented as numbers 
(percentages). Appropriate statistical tests such as the 
Mann–Whitney U test, Student’s t test, chi-square test, 
or Fisher’s exact test were used to compare baseline char-
acteristic variables. All statistical tests were two-tailed, 
and a p value less than 0.05 was considered statistically 
significant. The performance metrics used in this study 
were calculated as follows:

where TP = true positives, TN = true negatives, FP = false 
positives, and FN = false negatives.

For all model performance metrics (AUC, PRC, 
accuracy, PPV, sensitivity, specificity, NPV, and F1 score), 
we estimated 95% confidence intervals using bootstrap 
resampling with 500 iterations. This involved randomly 
sampling with replacement from the test data set, 
calculating each performance metric on these bootstrap 
samples, and determining the 2.5 th and 97.5 th 
percentiles of the resulting distribution. Data analysis and 
model establishment were conducted in Python (version 
3.10.0). The complete code used for data preprocessing, 
model development, and analysis is available at https://​
github.​com/​leanq​on/​immun​ocomp​romis​ed-​morta​
lity-​ml.

Results
Baseline characteristics
In this study, we extracted 8,782 eligible patients from 
MIMIC-IV database, dividing the patients into two 
groups: a survival group (6,805 cases) and a mortality 

Accuracy = (TP + TN)/(TP + TN + FP + FN)

Sensitivity (Recall) = TP/(TP + FN)

Specificity = TN/(TN + FP)

Positive predictive value (PPV, precision) = TP/(TP + FP)

Negative predictive value (NPV) = TN/(TN + FN)

F1 score = 2× (precision × recall)/(precision + recall)

group (1,977 cases) according to all-cause 28-day mortal-
ity. A flowchart of the study cohort selection process is 
presented in Fig. 1. The baseline characteristics are pre-
sented in Table 1. Among the entire patient population, 
the median age was 68.00 years (IQR: 58.00, 77.00). The 
median age was higher in the mortality group (71.00 vs. 
67.00 years, p < 0.001). Gender distribution was similar 
between groups, with females comprising 41.8% of the 
overall population (p = 0.392). White patients constituted 
the majority (72.1%) of the study population, followed by 
other (11.3%), African–American (9.6%), Asian (4.1%), 
and Hispanic–American (2.9%).

Vital signs analysis showed that the mortality group 
had significantly higher heart rate (HR) (mean: 92.89 
vs. 84.34 beats per minute, p < 0.001), higher respira-
tory rate (RR) (mean: 20.42 vs. 18.43 breaths per min-
ute, p < 0.001), and lower systolic blood pressure (SBP) 
(mean: 110.05 vs. 116.30 mmHg, p < 0.001). Laboratory 
indicators revealed that the mortality group had higher 
white blood cell (WBC) counts (mean: 11.48 vs. 10.00 
× 10⁹/L, p < 0.001), lower hemoglobin (mean: 9.52 vs. 
10.20 g/dL, p < 0.001), and higher blood urea nitrogen 
(BUN) and creatinine levels (BUN mean: 27.50 vs. 18.50 
mg/dL; creatinine mean: 1.10 vs. 0.90 mg/dL, both p < 
0.001). The mortality group also showed higher inter-
national normalized ratio (INR) values (mean: 1.40 vs. 
1.23, p < 0.001) and significantly lower 24-h urine out-
put (911.00 vs. 1510.00 mL, p < 0.001). Comorbidities 
were more prevalent in the mortality group, including 
higher incidences of myocardial infarction (14.4% vs. 
11.1%, p < 0.001), congestive heart failure (24.7% vs. 
19.8%, p < 0.001), cerebrovascular disease (13.5% vs. 
9.5%, p < 0.001), chronic pulmonary disease (28.8% vs. 
25.1%, p = 0.001), and renal disease (22.6% vs. 18.6%, 
p < 0.001). Notably, metastatic solid tumor was signifi-
cantly more common in the mortality group (52.9% vs. 
32.2%, p < 0.001). Mechanical ventilation was also more 
common in the mortality group (29.4% vs. 22.0%, p < 
0.001).

Selected predictive features
Our systematic feature selection process yielded a final 
set of 44 features that demonstrated significant asso-
ciation with 28-day mortality. These included demo-
graphic characteristics (age, weight, ethnicity), clinical 
severity and comorbidity indices (Charlson Comorbid-
ity Index [CCI], GCS, SOFA score), vital sign measure-
ments (HR mean, RR minimum and mean, temperature 
minimum and mean, SBP minimum, mean arterial pres-
sure [MAP] minimum and maximum, SpO2 minimum, 
maximum and mean), laboratory values (BUN mini-
mum, chloride minimum, calcium minimum, sodium 

https://github.com/leanqon/immunocompromised-mortality-ml
https://github.com/leanqon/immunocompromised-mortality-ml
https://github.com/leanqon/immunocompromised-mortality-ml
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Table 1  Baseline characteristics of the patients

Variable Overall (n = 8782) Survival group (n = 6805) Mortality group (n = 1977) p value

Age (years) 68.00 (58.00, 77.00) 67.00 (58.00, 76.00) 71.00 (61.00, 81.00)  < 0.001c

Gender 3669 (41.8%) 2826 (41.5%) 843 (42.6%) 0.392a

White 6333 (72.1%) 4978 (73.2%) 1355 (68.5%)  < 0.001a

Asian 362 (4.1%) 274 (4.0%) 88 (4.5%) 0.440a

African–American 840 (9.6%) 645 (9.5%) 195 (9.9%) 0.639a

Hispanic–American 254 (2.9%) 204 (3.0%) 50 (2.5%) 0.308a

Other 993 (11.3%) 704 (10.3%) 289 (14.6%)  < 0.001a

Weight (kg) 75.80 (64.00, 89.43) 76.80 (65.00, 90.20) 72.00 (61.10, 85.50)  < 0.001c

Glasgow Coma Scale 15.00 (15.00, 15.00) 15.00 (15.00, 15.00) 15.00 (14.00, 15.00)  < 0.001c

Vital Signs

HR min (bpm) 72.00 (62.00, 84.00) 71.00 (61.00, 82.00) 77.50 (65.00, 90.00)  < 0.001c

HR max (bpm) 103.00 (90.00, 118.00) 101.00 (88.00, 115.00) 111.00 (96.00, 125.88)  < 0.001c

HR mean (bpm) 85.99 (74.98, 98.06) 84.34 (73.69, 95.62) 92.89 (80.60, 105.25)  < 0.001c

RR min (bpm) 13.00 (11.00, 15.00) 13.00 (10.00, 15.00) 14.00 (11.00, 17.00)  < 0.001c

RR max (bpm) 26.50 (23.00, 31.00) 26.00 (23.00, 30.00) 28.00 (24.00, 33.00)  < 0.001c

RR mean (bpm) 18.82 (16.48, 21.83) 18.43 (16.25, 21.24) 20.42 (17.46, 23.89)  < 0.001c

Temperature min (℃) 36.44 (36.11, 36.67) 36.44 (36.17, 36.67) 36.39 (36.00, 36.61)  < 0.001c

Temperature max (℃) 37.17 (36.89, 37.67) 37.17 (36.94, 37.61) 37.11 (36.83, 37.67)  < 0.001c

Temperature mean (℃) 36.80 (36.58, 37.06) 36.81 (36.60, 37.06) 36.73 (36.49, 37.04)  < 0.001c

SBP min (mmHg) 93.00 (84.00, 103.00) 94.00 (86.00, 104.00) 89.00 (80.00, 99.00)  < 0.001c

SBP max (mmHg) 141.00 (127.00, 156.00) 142.00 (128.00, 157.00) 137.00 (122.50, 152.00)  < 0.001c

SBP mean (mmHg) 115.04 (105.07, 126.73) 116.30 (106.21, 127.94) 110.05 (101.16, 122.20)  < 0.001c

DBP min (mmHg) 48.00 (41.00, 55.00) 48.00 (42.00, 55.00) 46.00 (39.00, 54.00)  < 0.001c

DBP max (mmHg) 82.00 (72.00, 94.00) 82.00 (72.00, 94.00) 81.50 (71.00, 94.00) 0.036c

DBP mean (mmHg) 62.11 (55.58, 69.68) 62.50 (56.02, 69.96) 60.69 (53.92, 68.54)  < 0.001c

MAP min (mmHg) 61.00 (54.00, 68.00) 61.00 (55.00, 69.00) 58.00 (51.00, 65.00)  < 0.001c

MAP max (mmHg) 97.00 (87.00, 108.00) 97.00 (88.00, 109.00) 95.00 (84.50, 106.00)  < 0.001c

MAP mean (mmHg) 76.25 (69.75, 84.35) 77.11 (70.52, 84.98) 73.69 (67.34, 81.51)  < 0.001c

SpO2 min (%) 90.50 (89.00, 92.00) 90.50 (89.00, 92.00) 90.00 (87.00, 91.50)  < 0.001c

SpO2 max (%) 100.00 (99.00, 100.00) 100.00 (99.00, 100.00) 100.00 (99.00, 100.00) 0.025c

SpO2 mean (%) 96.20 (94.83, 97.52) 96.30 (95.00, 97.57) 95.83 (94.25, 97.33)  < 0.001c

Laboratory values

WBC min (× 10⁹/L) 9.40 (6.20, 13.70) 9.20 (6.20, 13.10) 10.50 (6.38, 16.40)  < 0.001c

WBC max (× 10⁹/L) 11.00 (7.30, 16.10) 10.70 (7.20, 15.40) 12.50 (7.80, 19.10)  < 0.001c

WBC mean (× 10⁹/L) 10.25 (6.90, 14.80) 10.00 (6.80, 14.11) 11.48 (7.19, 17.96)  < 0.001c

Hemoglobin min (g/dL) 9.70 (8.34, 11.30) 9.90 (8.50, 11.50) 9.20 (8.00, 10.70)  < 0.001c

Hemoglobin max (g/dL) 10.40 (9.10, 11.90) 10.60 (9.20, 12.00) 9.90 (8.70, 11.30)  < 0.001c

Hemoglobin mean (g/dL) 10.05 (8.75, 11.55) 10.20 (8.90, 11.70) 9.52 (8.40, 10.95)  < 0.001c

Platelet count min (× 10⁹/L) 181.00 (116.00, 259.00) 185.00 (124.00, 257.00) 163.00 (86.00, 267.00)  < 0.001c

Platelet count max (× 10⁹/L) 198.00 (134.00, 276.00) 201.00 (141.00, 273.00) 186.00 (104.00, 289.00)  < 0.001c

Platelet count mean (× 10⁹/L) 189.67 (125.33, 266.73) 193.00 (133.50, 264.50) 174.00 (95.38, 277.00)  < 0.001c

MCH min (pg) 30.00 (28.40, 31.50) 30.00 (28.40, 31.40) 29.80 (28.10, 31.60) 0.295c

MCH max (pg) 30.30 (28.70, 31.80) 30.30 (28.70, 31.80) 30.30 (28.50, 32.00) 0.891c

MCH mean (pg) 30.15 (28.52, 31.65) 30.20 (28.60, 31.60) 30.00 (28.33, 31.76) 0.526c

MCHC min (g/dL) 32.80 (31.70, 33.90) 32.90 (31.90, 34.00) 32.30 (31.20, 33.40)  < 0.001c

MCHC max (g/dL) 33.30 (32.20, 34.40) 33.40 (32.30, 34.50) 32.90 (31.70, 34.00)  < 0.001c

MCHC mean (g/dL) 33.07 (31.95, 34.10) 33.20 (32.10, 34.20) 32.67 (31.50, 33.70)  < 0.001c

MCV min (fL) 90.00 (86.00, 95.00) 90.00 (86.00, 94.00) 91.00 (86.00, 96.00)  < 0.001c

MCV max (fL) 91.00 (87.00, 96.00) 91.00 (87.00, 95.00) 92.00 (88.00, 98.00)  < 0.001c

MCV mean (fL) 91.00 (86.50, 95.00) 90.33 (86.00, 94.75) 91.50 (87.00, 97.00)  < 0.001c

Bicarbonate min (mEq/L) 22.00 (19.00, 25.00) 23.00 (20.00, 25.00) 21.00 (17.00, 24.00)  < 0.001c
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Categorical data were presented as frequency (percentage), continuous data were presented as median (interquartile ranges). None of the continuous variables 
followed normal distribution; therefore, no variables were presented as mean ± standard deviation. Vital signs were recorded as minimum, maximum, and mean 
values during the first 24 h after ICU admission. Laboratory tests were recorded as minimum, maximum, and mean values during the first 24 h after ICU admission. 
Statistical tests: a chi-square test; b Fisher’s exact test; c Mann–Whitney U test

SBP Systolic Blood Pressure, DBP Diastolic Blood Pressure, MAP Mean Arterial Pressure, SpO2 Peripheral Oxygen Saturation, HR Heart Rate, RR Respiratory Rate, WBC 
White Blood Cell Count, MCH Mean Corpuscular Hemoglobin, MCHC Mean Corpuscular Hemoglobin Concentration, MCV Mean Corpuscular Volume, BUN Blood Urea 
Nitrogen, INR International Normalized Ratio, GCS Glasgow Coma Scale, SOFA Sequential Organ Failure Assessment

Table 1  (continued)

Variable Overall (n = 8782) Survival group (n = 6805) Mortality group (n = 1977) p value

Bicarbonate max (mEq/L) 24.00 (21.00, 26.00) 24.00 (22.00, 26.00) 23.00 (19.00, 26.00)  < 0.001c

Bicarbonate mean (mEq/L) 23.00 (20.33, 25.50) 23.00 (21.00, 26.00) 21.67 (18.00, 25.00)  < 0.001c

BUN min (mg/dL) 19.00 (13.00, 30.00) 18.00 (12.00, 26.00) 26.00 (17.00, 43.00)  < 0.001c

BUN max (mg/dL) 21.00 (14.00, 33.00) 19.00 (13.00, 29.00) 29.00 (18.00, 47.00)  < 0.001c

BUN mean (mg/dL) 20.00 (13.50, 31.00) 18.50 (13.00, 27.71) 27.50 (17.00, 45.50)  < 0.001c

Creatinine min (mg/dL) 0.90 (0.70, 1.30) 0.90 (0.70, 1.20) 1.10 (0.70, 1.80)  < 0.001c

Creatinine max (mg/dL) 1.00 (0.70, 1.50) 0.90 (0.70, 1.40) 1.20 (0.80, 2.00)  < 0.001c

Creatinine mean (mg/dL) 0.95 (0.70, 1.40) 0.90 (0.70, 1.30) 1.10 (0.75, 1.90)  < 0.001c

INR min 1.20 (1.10, 1.50) 1.20 (1.10, 1.40) 1.40 (1.20, 1.70)  < 0.001c

INR max 1.30 (1.10, 1.60) 1.30 (1.10, 1.50) 1.50 (1.20, 1.90)  < 0.001c

INR mean 1.30 (1.10, 1.50) 1.23 (1.10, 1.40) 1.40 (1.20, 1.80)  < 0.001c

Glu min (mg/dL) 115.00 (96.00, 140.00) 115.00 (98.00, 140.00) 111.00 (92.00, 139.00)  < 0.001c

Glu max (mg/dL) 139.00 (113.00, 178.00) 139.00 (114.00, 176.00) 138.00 (110.00, 185.00) 0.825c

Glu mean (mg/dL) 128.00 (107.00, 158.27) 128.67 (108.00, 157.50) 125.00 (103.00, 162.12) 0.016c

Sodium min (mEq/L) 137.00 (134.00, 140.00) 137.00 (135.00, 140.00) 136.00 (133.00, 140.00)  < 0.001c

Sodium max (mEq/L) 139.00 (136.00, 141.00) 139.00 (136.00, 141.00) 138.00 (135.00, 142.00)  < 0.001c

Sodium mean (mEq/L) 138.00 (135.33, 140.50) 138.00 (136.00, 140.50) 137.00 (133.67, 141.00)  < 0.001c

Potassium min (mEq/L) 4.00 (3.60, 4.40) 4.00 (3.60, 4.30) 4.00 (3.60, 4.50)  < 0.001c

Potassium max (mEq/L) 4.30 (3.90, 4.70) 4.30 (3.90, 4.70) 4.40 (4.00, 5.00)  < 0.001c

Potassium mean (mEq/L) 4.13 (3.80, 4.50) 4.10 (3.80, 4.50) 4.20 (3.80, 4.70)  < 0.001c

Calcium min (mg/dL) 8.20 (7.60, 8.70) 8.20 (7.70, 8.70) 8.00 (7.40, 8.60)  < 0.001c

Calcium max (mg/dL) 8.40 (8.00, 8.90) 8.40 (8.00, 8.90) 8.30 (7.80, 8.90)  < 0.001c

Calcium mean (mg/dL) 8.30 (7.80, 8.75) 8.30 (7.85, 8.80) 8.15 (7.63, 8.70)  < 0.001c

Magnesium min (mEq/L) 1.90 (1.70, 2.10) 1.90 (1.70, 2.10) 1.90 (1.70, 2.10)  < 0.001c

Magnesium max (mEq/L) 2.10 (1.90, 2.30) 2.10 (1.90, 2.30) 2.10 (1.90, 2.30)  < 0.001c

Magnesium mean (mEq/L) 2.00 (1.80, 2.15) 1.98 (1.80, 2.13) 2.00 (1.80, 2.20)  < 0.001c

Chloride min (mEq/L) 103.00 (99.00, 106.00) 103.00 (100.00, 106.00) 102.00 (97.00, 106.00)  < 0.001c

Chloride max (mEq/L) 105.00 (101.00, 108.00) 105.00 (102.00, 108.00) 104.00 (99.00, 108.00)  < 0.001c

Chloride mean (mEq/L) 104.00 (100.40, 107.00) 104.00 (101.00, 107.00) 103.00 (98.00, 107.00)  < 0.001c

Urine output (mL/24 h) 1377.00 (805.00, 2170.00) 1510.00 (953.00, 2300.00) 911.00 (400.00, 1565.00)  < 0.001c

Comorbidities

Myocardial infarction 1041 (11.9%) 757 (11.1%) 284 (14.4%)  < 0.001a

Congestive heart failure 1837 (20.9%) 1349 (19.8%) 488 (24.7%)  < 0.001a

Peripheral vascular disease 668 (7.6%) 505 (7.4%) 163 (8.2%) 0.243a

Cerebrovascular disease 910 (10.4%) 644 (9.5%) 266 (13.5%)  < 0.001a

Dementia 184 (2.1%) 129 (1.9%) 55 (2.8%) 0.020a

Chronic pulmonary disease 2280 (26.0%) 1710 (25.1%) 570 (28.8%) 0.001a

Rheumatic disease 256 (2.9%) 194 (2.9%) 62 (3.1%) 0.557a

Mild liver disease 1168 (13.3%) 818 (12.0%) 350 (17.7%)  < 0.001a

Paraplegia 363 (4.1%) 248 (3.6%) 115 (5.8%)  < 0.001a

Renal disease 1715 (19.5%) 1269 (18.6%) 446 (22.6%)  < 0.001a

Malignant cancer 6827 (77.7%) 5250 (77.1%) 1577 (79.8%) 0.015a

Severe liver disease 523 (6.0%) 325 (4.8%) 198 (10.0%)  < 0.001a

Metastatic solid tumor 3234 (36.8%) 2189 (32.2%) 1045 (52.9%)  < 0.001a

AIDS 301 (3.4%) 266 (3.9%) 35 (1.8%)  < 0.001a

Mechanical ventilation 2078 (23.7%) 1496 (22.0%) 582 (29.4%)  < 0.001a
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minimum, potassium maximum, bicarbonate minimum, 
hemoglobin minimum, platelet count [PLT] minimum, 
WBC count minimum, MCV maximum, mean corpus-
cular hemoglobin concentration [MCHC] minimum, 
INR mean, magnesium mean, phosphate maximum, 
glucose [GLU] maximum), urine output, and comor-
bidities (myocardial infarction, congestive heart failure, 
cerebrovascular disease, chronic pulmonary disease, 
mild and severe liver disease, paraplegia, renal disease, 
metastatic solid tumor, acquired immune deficiency syn-
drome [AIDS]), and mechanical ventilation status. The 

correlation structure among these features is visualized 
in Supplementary Fig.  1, demonstrating the effective 
reduction of multicollinearity while preserving clinically 
informative variables. Detailed information about these 
final features is provided in the supplementary materials.

Model performance
The performance of all models on the testing data set is 
summarized in Table  2 and Fig.  2. The Logistic Regres-
sion model achieved an AUC of 0.857 (95% CI 0.826–
0.887) and PRC of 0.662 (95% CI 0.597–0.727), while 

Table 2  Model performance metrics of ML models in validation data set (95% CI)

AUC, area under curve; PRC, precision–recall curve; CI, confidence interval; PPV, positive predictive value; NPV, negative predictive value; LR, logistic regression; GNB, 
Gaussian Naive Bayes; CNB, Complement Naive Bayes; SVM, support vector machine; MLP, multilayer perceptron; RF, Random Forest; XGBoost, extreme gradient 
boosting

Models AUC​ PRC Accuracy PPV Sensitivity Specificity NPV F1 Score

LR 0.857 (0.826–
0.887)

0.662 (0.597–
0.727)

0.817 (0.791–
0.842)

0.578 (0.512–
0.643)

0.675 (0.603–
0.737)

0.858 (0.828–
0.883)

0.901 (0.883–
0.916)

0.623 
(0.561–0.672)

GNB 0.772 (0.734–
0.808)

0.480 (0.415–
0.552)

0.695 (0.665–
0.722)

0.403 (0.353–
0.452)

0.751 (0.695–
0.806)

0.679 (0.641–
0.714)

0.904 (0.884–
0.919)

0.525 
(0.476–0.574)

CNB 0.834 (0.801–
0.867)

0.621 (0.554–
0.691)

0.820 (0.797–
0.846)

0.602 (0.531–
0.666)

0.584 (0.519–
0.652)

0.889 (0.865–
0.909)

0.881 (0.862–
0.897)

0.593 
(0.533–0.654)

SVM 0.863 (0.834–
0.890)

0.678 (0.624–
0.736)

0.800 (0.772–
0.826)

0.536 (0.485–
0.592)

0.787 (0.729–
0.839)

0.804 (0.774–
0.831)

0.929 (0.912–
0.943)

0.638 
(0.589–0.684)

MLP 0.859 (0.826–
0.887)

0.687 (0.622–
0.744)

0.823 (0.800–
0.848)

0.590 (0.519–
0.651)

0.680 (0.612–
0.745)

0.864 (0.841–
0.886)

0.903 (0.885–
0.917)

0.632 
(0.584–0.686)

AdaBoost 0.851 (0.823–
0.880)

0.670 (0.605–
0.730)

0.810 (0.785–
0.837)

0.563 (0.509–
0.620)

0.680 (0.612–
0.740)

0.848 (0.822–
0.872)

0.902 (0.882–
0.917)

0.616 
(0.561–0.671)

RF 0.779 (0.745–
0.817)

0.547 (0.481–
0.622)

0.743 (0.718–
0.772)

0.448 (0.392–
0.507)

0.635 (0.572–
0.701)

0.774 (0.742–
0.802)

0.880 (0.858–
0.898)

0.525 
(0.471–0.573)

Gradient 
Boosting

0.831 (0.798–
0.862)

0.626 (0.564–
0.692)

0.802 (0.774–
0.829)

0.552 (0.482–
0.618)

0.619 (0.555–
0.691)

0.855 (0.829–
0.878)

0.886 (0.866–
0.902)

0.584 
(0.529–0.640)

LightGBM 0.815 (0.787–
0.846)

0.590 (0.516–
0.668)

0.769 (0.741–
0.801)

0.489 (0.434–
0.542)

0.685 (0.617–
0.744)

0.793 (0.763–
0.821)

0.897 (0.879–
0.913)

0.571 
(0.522–0.618)

XGBoost 0.815 (0.779–
0.849)

0.601 (0.533–
0.668)

0.779 (0.753–
0.804)

0.506 (0.445–
0.573)

0.650 (0.585–
0.724)

0.817 (0.789–
0.843)

0.890 (0.871–
0.906)

0.569 
(0.510–0.620)

Fig. 2  Area under the receiver operating characteristic curve of models, precision–recall curve, and calibration plot in testing set. A ROC curves 
of models. B PRC curves of models. C Calibration curves of models
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the support vector machine (SVM) model showed an 
AUC of 0.863 (95% CI 0.834–0.890) and PRC of 0.678 
(95% CI 0.624–0.736). The Multilayer Perceptron (MLP) 
model performed similar to an AUC of 0.859 (95% CI 
0.826–0.887) and the highest PRC of 0.687 (95% CI 
0.622–0.744).

All models showed varying strengths across different 
metrics. The SVM model demonstrated the highest 
sensitivity (0.787, 95% CI 0.729–0.839) but moderate 
precision. The Complement Naive Bayes (CNB) model 
achieved the highest specificity (0.889, 95% CI 0.865–
0.909) but lower sensitivity. The Gaussian Naive Bayes 
(GNB) model, while having a lower overall AUC (0.772, 
95% CI 0.734–0.808), showed high sensitivity (0.751, 
95% CI 0.695–0.806) that could be valuable in scenarios 
where identifying all potential high-risk patients is 
prioritized. Calibration plots of all models in different 
data sets are shown in Fig. 2.

To better understand the importance of features in 
prediction, we analyzed three of our tree-based mod-
els (Gradient Boosting, LightGBM, and XGBoost) using 
SHAP values, as shown in Fig. 3. Across all three models, 
similar key predictors emerged. The 24-h urine output 
consistently appeared as the most important predictor, 
followed by blood urea nitrogen minimum value (bun_
min) and presence of metastatic solid tumors. Additional 
important predictors included the Charlson Comorbidity 
Index (CCI), international normalized ratio mean value 
(inr_pt_mean), and heart rate mean (hr_mean). Figure 3 
not only ranks these features by importance but also 
illustrates how each feature’s values impact predictions. 
For example, lower urine output (blue values in the SHAP 
summary plots) is associated with higher predicted mor-
tality risk, while the presence of metastatic solid tumors 
(red values) similarly increases predicted risk.

Cox regression analysis further supported our findings 
from machine learning models. The multivariable Cox 
analysis revealed that metastatic solid tumor (HR 1.146, 
95% CI 1.097–1.198, p < 0.001), severe liver disease (HR 
1.127, 95% CI 1.029–1.234, p = 0.01), and paraplegia (HR 
1.105, 95% CI 0.993–1.230, p = 0.068) were associated 

with increased mortality risk. Several physiological 
parameters, including heart rate (HR 1.074, 95% CI 
1.051–1.097, p < 0.001) and respiratory rate (HR 1.066, 
95% CI 1.043–1.089, p < 0.001), also showed significant 
associations with mortality. Detailed results of the Cox 
regression analysis are presented in Supplementary 
Table 2.

Decision curve analysis
To evaluate the clinical utility of our prediction models, 
we performed decision curve analysis (Fig. 4). As shown, 
all models demonstrated positive net benefits across a 
wide range of threshold probabilities (10–90%) com-
pared to the default strategies of treating all patients or 
treating none. The greatest incremental benefit over the 
reference strategies was observed in the lower threshold 
probability range (10–40%), where the vertical separation 
between model curves and reference lines was maximal. 
All models performed similar to one another, with com-
parable net benefit curves throughout most threshold 
ranges, suggesting equivalent clinical utility for mortal-
ity risk prediction in immunocompromised ICU patients. 
These findings indicate that implementing any of these 
models could support clinical decision-making by help-
ing identify high-risk patients who might benefit from 
more intensive monitoring or interventions.

Discussion
Compared with other ICU patients, immunocompro-
mised patients face unique challenges that significantly 
impact their prognosis. This study leverages a large data 
set and machine learning algorithms with the primary 
objective of developing and validating an explainable ML 
model to predict 28-day all-cause mortality risk in immu-
nocompromised patients admitted to the ICU. Based on 
large amounts of data and ML algorithms, this study had 
the following new findings: (i) several factors were con-
sistently associated with the mortality of immunocom-
promised ICU patients across multiple models, including 
24-h urine output, BUN levels, INR levels, the presence 
of metastatic solid tumors, and CCI and (ii) multiple ML 

(See figure on next page.)
Fig. 3  SHAP analysis of key predictive models. Feature importance and SHAP summary plots for (A) gradient boosting, (B) LightGBM, and (C) 
XGBoost models. Left panels show feature importance ranked by mean absolute SHAP value. Right panels illustrate the impact of feature values 
on model output, with red indicating higher feature values and blue indicating lower values. The horizontal position shows whether the effect 
of that value is associated with higher or lower prediction of mortality risk urine_sum, total 24-h urine output; bun_min, minimum blood urea 
nitrogen (BUN) level; metastatic_solid_tumor, presence of metastatic solid tumor (binary indicator); inr_pt_mean, mean international normalized 
ratio (INR); charlson_comorbidity_index, Charlson Comorbidity Index; resp_mean, mean respiratory rate; hr_mean, mean heart rate; bicar_min, 
minimum bicarbonate level; plt_min, minimum platelet count; cl_min, minimum chloride level; o2 sat_min, minimum oxygen saturation (SpO₂); 
resp_min, minimum respiratory rate; sbp_min, minimum systolic blood pressure; wbc_min, minimum white blood cell (WBC) count; o2 sat_mean, 
mean oxygen saturation (SpO₂); gcs, Glasgow Coma Scale; map_min, minimum mean arterial pressure (MAP); na_min, minimum sodium level; 
sofa_score, SOFA score (sequential organ failure assessment); temp_mean, mean body temperature
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Fig. 3  (See legend on previous page.)
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Fig. 3  continued

Fig. 4  Decision curve analysis comparing net benefits of different models across threshold probabilities. The horizontal dotted line represents 
treating no patients, while the sloped dashed line represents treating all patients. All models showed positive net benefits compared to default 
strategies. XGBoost, extreme gradient boosting
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models demonstrated promising performance in predict-
ing mortality, with several models achieving comparable 
results.

Our findings align with existing research emphasizing 
the importance of comorbidities and laboratory values 
in predicting mortality among critically ill patients. In 
immunosuppressed patients, the presence of metastatic 
solid tumors significantly worsens prognosis. Vigneron 
et  al. [36] demonstrated in their multivariate analysis 
that metastatic disease is an independent factor associ-
ated with increased ICU mortality, with a cause-specific 
hazard (CSH) ratio of 1.78 (95% CI 1.38–2.30, p < 0.001), 
and patients with cancer in progression have a similarly 
increased risk, with a CSH ratio of 1.62 (95% CI 1.28–
2.05, p < 0.001). Among the 1279 patients with complete 
follow-up, the 1-year survival rate was 33.2%, with lung 
and gastrointestinal cancers being the most common 
tumor sites. Patients requiring intensive care interven-
tions, such as mechanical ventilation or vasopressors, 
have higher in-hospital mortality rates due to severe 
complications of metastatic cancer [37]. Immunosup-
pression complicates management further by impairing 
the body’s ability to combat infections and recover from 
critical illnesses [38]. In addition, previous studies have 
shown a consistent association between elevated BUN 
levels and poor prognosis in critically ill patients [39–41]. 
In immunosuppressed patients, higher BUN levels, indic-
ative of renal dysfunction, are associated with poorer 
outcomes. Xia et al. demonstrated that higher BUN/ALB 
ratio is positively related to 30-day mortality in pneumo-
nia patients receiving glucocorticoids [42]. INR levels, 
reflecting coagulation abnormalities, also correlate with 
higher mortality rates among critically ill and immuno-
suppressed patients [43]. INR is an important predictor 
for the formation of microthrombi at an advanced stage 
of septic shock [44, 45]. A retrospective observational 
study showed that a higher INR was associated with a 
higher risk of mortality after ICU admission in patients 
with rheumatoid arthritis [46]. The Charlson Comorbid-
ity Index [47], an assessment tool designed specifically to 
predict long-term mortality, is a well-established and val-
idated tool to evaluate comorbidities, enabling the early 
identification of a constellation of symptoms and syn-
dromes in individual patients, and improving prognostic 
estimations of health risks [48]. CCI is strongly associ-
ated with both mortality and length of stay and is used 
as a prognostic marker in the ICU [49, 50]. In immuno-
suppressed patients, CCI also shows good performance, 
such as in cases of kidney transplant [51], inflammatory 
bowel diseases [52], systemic lupus erythematosus [53], 
colorectal cancer [54]. Furthermore, urine output within 
the first 24 h is a vital indicator of renal function and 

fluid status, with decreased urine output associated with 
higher mortality in this patient population [55].

Machine learning has increasingly been integrated 
into ICU settings to enhance predictive modeling. 
Numerous studies have shown that ML models can 
effectively predict critical outcomes, such as sepsis, 
mortality, and hemodynamic deterioration [56]. ML 
models significantly outperform traditional methods 
by leveraging complex interactions between various 
clinical variables to provide early warnings and improve 
patient management [57, 58]. The ability of ML models 
to handle high-dimensional and nonlinear relationships 
among clinical features makes them particularly suited 
for the ICU environment, where patient data are vast and 
complex.

In this study, we observed that several ML models, 
including Logistic Regression, SVM, and MLP, 
demonstrated comparable performance in mortality 
prediction with overlapping confidence intervals 
in their AUC and PRC values. The use of SHAP 
values allowed us to decompose the predictions and 
understand the influence of individual features, thereby 
addressing the “black-box” issue commonly associated 
with ML models. The SHAP analysis across multiple 
models consistently revealed that lower 24-h urine 
output, elevated BUN levels, presence of metastatic 
solid tumors, higher CCI, and elevated INR values 
were associated with increased mortality risk. This 
consistency across different modeling approaches 
strengthens our confidence in these findings and 
can guide clinicians in prioritizing patients who 
may benefit from more intensive monitoring and 
early interventions. The decision curve analysis 
further confirmed the clinical utility of our models, 
demonstrating positive net benefits across a wide range 
of threshold probabilities. This analysis complements 
traditional performance metrics by directly quantifying 
the clinical value of implementing these models 
in decision-making processes. The comparable 
performance of different models in terms of net benefit 
aligns with their similar discriminative ability shown by 
conventional metrics, reinforcing the robustness of our 
findings.

Despite the promising results, several limitations 
need to be acknowledged. First, the retrospective 
nature of the study and reliance on the MIMIC-IV 
database may limit the generalizability of the findings. 
The patient population in this database may not fully 
represent all immunocompromised patients in diverse 
clinical settings. Second, while SHAP values enhance 
the interpretability of the ML models, they are still 
subject to the limitations of the underlying model’s 
assumptions and the quality of the input data. Another 
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limitation is the potential for selection bias due to the 
exclusion of certain patients based on missing data or 
other criteria. This could result in a data set that is not 
fully representative of the broader patient population. 
In addition, some important clinical variables with a 
high proportion of missing values were not included 
in the analysis, which might affect the model’s 
predictive performance. We also acknowledge that 
while we implemented fivefold cross-validation and 
rigorous evaluation methods, there remains a degree 
of performance difference between training and test 
sets, particularly in tree-based models, highlighting 
the challenge of developing models that generalize 
perfectly. Finally, external validation of the models 
was not performed, which is crucial for assessing their 
applicability in different clinical environments. Future 
studies should include external validation cohorts to 
enhance the robustness and generalizability of the 
findings.

Conclusions
The development of explainable machine learning 
models for predicting 28-day all-cause mortality in 
immunocompromised ICU patients represents a 
significant advancement in the field of critical care. 
Our comprehensive evaluation of multiple modeling 
approaches revealed that several models demonstrate 
promising and comparable performance in mortality 
prediction. The interpretability of these models through 
SHAP values consistently identified key predictors of 
mortality risk, with 24-h urine output, BUN levels, 
and metastatic solid tumors emerging as particularly 
important factors. These insights can help guide 
clinical decision-making and resource allocation in 
the management of this vulnerable patient population. 
Continued research, including external validation studies 
across diverse clinical settings, is essential to further 
refine these models and fully realize their potential 
benefits in improving patient outcomes.
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